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Problems to Address:
• Accurately and robustly 3D localize objects corresponding to camera. 
• Only use a monocular camera setup on an autonomous vehicle.
Challenges:
• Obtaining 3D information is ill-posed for monocular cameras. 
• Objects are usually occluded in the autonomous driving view. 
• Lack of general 3D localization methods which is applicable for 

different kinds of objects, e.g., cars, pedestrians, cyclists, etc. 
Contributions:
• A accurate and robust monocular object 3D localization framework. 
• Generalized: Applicable for common moving objects in road scenes. 
• Competitive: Input depthmap can be replaced by other equivalent 

depth sensors, e.g., LiDAR, depth camera and RADAR.

INTRODUCTION

PROPOSED SYSTEM

Object Depth Initialization

Adaptive Ground Plane Estimation

Object Tracklet Smoothing
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• Dense Features: 3D points from semantic segmentation [4].
• Sparse Ground Features: Object 3D bottom-center points. 
• Augmented RANSAC to jointly consider the contributions from dense 

and sparse ground features.

Object Depth Initialization: 
• Depth estimation + instance segmentation + depth histogram analysis. 

Adaptive ground plane estimation: 
• Sparse & dense ground features + augmented RANSAC. 
Object tracklet smoothing: 
• Multi-object tracking + moving split + weighted Huber regression. 

• Monocular depth estimation [1] to get a dense depthmap.
• Use Mask R-CNN [2] to get object masks. 

• Object depth – proposal bins in depth histogram ℋ: 
• Object depth confidence:
OR
• Separate point cloud into two surfaces by SLIC [3].
• Calculate vehicle depth:

• Multi-object tracking [5] to obtain 
association among bounding boxes.

• Generate object 3D trajectories.
• Moving split the trajectories into short 

tracklets and apply weighted Huber 
regression to each tracklet. 
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