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Voltage Control Problems and Challenges

• Distributed energy resources (DERs) such as rooftop solar PV, electric vehicles and battery 
storage are growing at an increasing pace.

• High variability of solar PV and sudden change in load due to electric vehicles and storage 
can lead to large voltage fluctuations. Linear controllers can be far from optimal, even for 
quadratic costs.

• Power electronic devices allow flexible and frequent control actions without degrading 
lifetime. Neural networks have been used to parametrize the controllers to fully utilize the 
capabilities of the inverters.

• Reinforcement learning algorithms are proposed to train the neural network controllers in a 
model-free setting. However, most works neglect the stability requirement and currently this 
stability condition is checked through simulations.

Our Contribution

Model for Optimal Voltage Control

• Let v be the voltage. Let p be active power and q be 
reactive power. The voltage of the system follows the 
LinDistFlow model. The aim of voltage regulation is to 
control q such that v is close to its reference value. 

• This work focuses on optimizing the control of q
through inverter-based resources. Due to the lack of 
communication, q needs to be successively updated 
based on the local voltage measurements.

• At the t-th iteration step, ut (vt ) is the control law that 
maps voltage to reactive power. 

• Our objective is to optimize the ut to minimize cost in 
vt and qt defined as C (ut )

Neural Network Controller

Lipschitz Constraints for Exponential Stability 

Numerical Results

A decentralized safe learning method 
that guarantees the learned neural 
network would maintain the stability of 
iterative voltage control dynamics.
• We prove that the system is 

guaranteed to be exponentially stable 
if each controller satisfies certain 
Lipschitz constraints. 

• We propose to engineer the structure 
of neural network controllers such 
that they can satisfy the Lipschitz 
constraints by design.  

• A decentralized RL framework is 
constructed to train neural network 
controller locally at each bus with 
policy gradient algorithm. 

ADVISORS:  BAOSEN ZHANG

SPONSORS:  NSF GRANTS ECCS-1942326, CNS1931718 and UW CLEAN ENERGY INSTITUTE

Key Challenge

Iterative Update 
from LinDistFlow

• The first two 
requirements are 
equivalent to designing 
a monotonically 
increasing function 
through the origin.

• To this end, we 
formulate the 
controller with a 
stacked-ReLU structure 
shown in the right side.

• Then the requirement 
3) can be satisfied by 
directly thresholding 
the slope.

A Decentralized RL Framework 

• We verify the performance of 
the proposed safe RL approach 
on IEEE 33-bus test feeders

• Decentralized RL framework can 
learn flexible non-linear 
controllers that outperform 
conventional linear control law. 

• Unconstrained neural network 
controllers learned by RL might 
lead to an unstable system, as 
shown in Fig.4(b)

• The pseudo-code for the decentralized RL framework is given in Algorithm 1. 
Each bus i has its local RL agent for training in a batch-updating style. 

Theorem 1 shows that as long as each controller ui satisfies the Lipschitz constraints in 
the convex set, the system is guaranteed to be locally exponentially stable. We optimize 
the set of Lipschitz bounds to enlarge the search space of controllers. 
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