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Introduction

Object recognition is a computer vision problem for identifying objects in images 
or videos. There are two types of object recognition:

• Generic object recognition: dog vs. cat
• Fine-grained object recognition: Husky vs. Labrador 

Challenges With Fined-Grained Recognition

Large intra-class 
variability

Large intra-class 
variability

Labeled data 
scarcity

Classifying 
mixed breeds

Modeling Solutions

Dataset

Stanford Dog Dataset: public dataset for training purposes
• Images of 120 different breeds for a total of 20,580 images

Our Datasets: custom datasets for testing purposes
• 3 datasets, each differs in image complexity
• Images of 25 different breeds for a total of 3,063 images

Results Technical Solution Architecture

Phase 1: Architecture Evaluation Results

Phase 2: Flat Classification Experiment Results

Model
Accuracy on Stanford Dog 
Dataset
(12,000 images, 120 breeds)

Accuracy on a subset of our 
Google Dataset
(88 images, 10 breeds)

Accuracy on a subset of 
our YouTube Dataset
(88 images, 10 breeds)

Accuracy on a subset of 
our Real-World Dataset
(88 images, 10 breeds)

VGG16 66.2% 55.7% 20.5% 9.6%

VGG19 66.8% 59.1% 22.7% 9.6%

ResNet50 80.4% 81.8% 58.0% 11.4%

DenseNet121 75% 81.8% 60.2% 9.1%

Mobilenetv2 65.9% 72.7% 35.2% 6.8%

NASNetMobile 74.4% 75.0% 28.4% 9.6%

EfficientNet B0 77.1% 78.4% 56.8% 9.1%

TransFG 92.3% 81.8% 50.0% 22.7%

Phase 2: Fine-Grained Classification Experiment Results

Model Pre-trained Dataset Dataset Epochs Learning Rate

TransFG ImageNet 21k Stanford Dogs 10000 3.00E-02

TransFG crop ImageNet 21k Stanford Dogs Crop 10000 3.00E-02

Finetune exp1 ImageNet 21k, 
Stanford Dogs Wyze Dataset V1 1000 3.00E-02

Finetune exp2 ImageNet 21k, 
Stanford Dogs Wyze Dataset V2 100 3.00E-02

Finetune exp3 ImageNet 21k, 
Stanford Dogs Wyze Dataset V2 100 3.00E-03

Finetune exp4 ImageNet 21k, 
Stanford Dogs Wyze Dataset V2 1000 3.00E-02

Finetune exp5 ImageNet 21k, 
Stanford Dogs Wyze Dataset V2 1000 3.00E-03

• Different settings for the TransFG model fine-tuning experiments are conducted

Fine-Grained Object Tracker
• All data collected with Wyze Cam are video based
• Image-based classifier performed poorly when evaluating complex images collected 

from the real world
• Incorporated a simple tracking algorithm to conduct frame-by-frame association for 

every detection in the videos
• Majority vote classification is conducted after tracking to increase performance and 

robustness of classifier

Conclusion and Future Work
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Future Work
• Perform more experiments in fine-tuning to prevent overfitting and forgetting issues
• Enable pipeline to conduct fine-grained object recognition in more categories
• Explore real-time tracking for fine-grained object tracker
• Incorporate fine-grained recognition into Wyze Cam services

Researched fine–grained image recognition methods, created custom datasets, and
successfully implemented a full-stack web application that can detect and classify 120 
kinds of dog species.

• Data augmentation 
significantly improved
performance across 
majority of the models

• SEF provided modest 
increase in performance 
while being versatile and 
computationally cheap

• Fine-tuning on just 25 
breeds improved 
performance

• TENT increased accuracy 
on corrupted images, but 
made negligible impact on 
Real-World data 
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50-epoch


