
● GPR devices send radar pulses into the ground and 
use antenna to capture signals that have returned as 
pulse is reflected, refracted, scattered back to the 
surface

● Strongest signal strength of antennas occurs close to 
the ground

● EM properties of materials can limit penetration depth 
of radar

● From these multidimensional signals, 2D and 3D 
projections can be created and represented as images
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● There are many applications where it is 
desirable to image the subsurface 
nondestructively. In this case, Mars and the 
Moon

● Ground-penetrating radar (GPR) provides a 
means of doing this in a cost-effective manner

● Our goal was to deploy an image processing and 
machine learning pipeline to extract meaningful 
information about the surface from GPR data

● This pipeline could then be used in future 
research and development on this project, 
including in future ENGINE projects.
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● Preprocessing techniques, such as contrast enhancement, noise reduction, and 
image denoising can help to accentuate the discriminators or identifiers of interest, 
making them more distinguishable for subsequent analysis.

2. Histogram oriented Gradient :
- analyzing the local gradient patterns

1. Local Binary Pattern Histogram 
- distinguishing different textures

Different lbp distribution between hyperbolas and environment

Features for hyperbola classification

● In traditional machine learning, features play a crucial role in the learning process 
and the subsequent performance of the model. Features allow domain experts to 
incorporate their knowledge into the model and can provide interpretability and 
explainability to the model's predictions.

Feature selection for model training 
Using RFE (recursive feature elimination) to get the 
dominant features:

1. LBP histogram
2. Fourier shape features
3. Histogram oriented gradient
4. GLCM features

Evaluating the performance of models 

● Using decision trees, random forest, and 
support vector machine to train the 
hyperbola classification model with listed 
dominant features.

● Using grid search to determine the hyper 
parameters and optimize the accuracy of 
models.

Model selection and training Hyperbola detection in radar image 

● Using sliding window to scan the radar 
image box by box and use ML model to 
predict.

● Analyzing the probability of the area 
containing hyperbola.

Determining the hyperbola region (redbox) by the 
voting result of multiple predictions.

Using ML model to predict the hyperbola
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Computer Vision Libraries: Machine Learning Framework:

• scikit-learn
• TensorFlow
• Keras

• OpenCV
• scikit-image
• Pillows
• PyTorch

• Further improvements to SVM 
model

• Labeling even more features that 
could potentially be of interest

• Upgrade hardware to Snapdragon 
development board
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