EE 522 Capstone: A Reference Implementation

for a Quantum Message Passing Interface
QMPI)

- Scalability: Distributed Quantum Computing and QMPI can be used to connect On top of the Auto_Comm and Coll_Comm frameworks [2][3], we develop a new strategy for
multiple quantum processors to overcome the difficulty of finite qubit quantum circuits with MCT (multi-controlled Toffoli) gates. This can reduce resource
resources, especially in the NISQ era where noise is correlated with qubit consumption and improve the fidelity of collective communication in distributed quantum
number systems.

« Interoperability: QMPI is an important step for creating a standard
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 Quantum Advantage: Distributed Quantum Computing and QMPI are crucial
for harnessing the full potential of quantum computers. By distributing
guantum resources, latency can be increased for complex computations,
thereby enhancing the quantum advantage

« Platform: simulations implemented on QASM 2]
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Metrics: total number of consumed EPR pairs and fidelity of computation

Point to Point Communication [4]
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