
A Transformer-Based Deep Learning Approach to Anomaly Detection of High-
Bandwidth Multivariate Time-Series Satellite Communications

 NASA’s JPL has a problem: we keep launching satellites 
but there isn’t enough funding to hire Spacecraft 
Operations Engineers to monitor the data in the Deep 
Space Network (DSN) [1].

 Previous research has studied using deep learning 
models on time-series data to detect anomalies [2,3,4,5].

 We build upon existing literature to improve the State of 
the Art (SotA) model on a novel dataset from JPL.
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Method

 Transformer-based autoencoder architecture (TranAD+).
 Self-supervised 2-phased adversarial training.
 Base model is built from previous work (TranAD) [2].

Future DirectionsDatasets
 Parse anomaly data and generate reports using LLMs.
 Allows critical failures to be addressed quicker by 

providing workers with a generated report of what 
potentially caused an anomaly to occur.

 Can lead to increases in company auditing speed.

 Adjust model architecture for categorical information by 
separating underlying data to specialized models.

 Deep Space Network 1k (DSN): is a new large dataset 
presented in this work obtained from the Deep Space 
Network. Contains numerical, categorical, and missing 
information.
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Results

 TranAD+ outperforms previous SotA Anomaly Detection 
models on the new DSN dataset in F1 and AUC.

 Outperforms F1 on SMAP, SWaT, and SMD.
 Outperforms AUC on WADI and MSL.

 DSN dataset will be publicly released.
 Source code and unit-tests will be made public.
 Trained model weights for TranAD+ will be released 

publicly.

[1] NASA Office of Inspector General. Audit of NASA’s Deep Space Network. June 2023. url: https:
//www.nasa.gov/wp-content/uploads/2023/08/ig-23-016.pdf.

[2] Shreshth Tuli, Giuliano Casale, and Nicholas R Jennings. “Tranad: Deep transformer networks for
anomaly detection in multivariate time series data”. In: arXiv preprint arXiv:2201.07284 (2022).

[3] Julien Audibert et al. “Usad: Unsupervised anomaly detection on multivariate time series”. In: Pro-
ceedings of the 26th ACM SIGKDD international conference on knowledge discovery & data mining.
2020, pp. 3395–3404.

[4] Hang Zhao et al. “Multivariate time-series anomaly detection via graph attention network”. In: 2020
IEEE international conference on data mining (ICDM). IEEE. 2020, pp. 841–850.

[5] Ya Su et al. “Robust anomaly detection for multivariate time series through stochastic recurrent 
neural network”. In: Proceedings of the 25th ACM SIGKDD international conference on knowledge 
discovery & data mining. 2019, pp. 2828–2837.

The research was carried out at the Jet Propulsion Laboratory, 
California Institute of Technology, under a contract with the 
National Aeronautics and Space Administration 
(80NM0018D0004).


	A Transformer-Based Deep Learning Approach to Anomaly Detection

