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TL;DR
1. We propose a comprehensive benchmark Vision-in-Text Challenge (VITC) 

based on ASCII art to evaluate the capabilities of LLMs in recognizing input 
that cannot be solely interpreted by semantics. 

2. We show that five SOTA LLMs struggle to recognize prompts provided in the 
form of ASCII art. 

3. We develop the jailbreak attack ArtPrompt via ASCII art. 
4. ArtPrompt effectively jailbreaks aligned LLMs and bypasses defense. 

I. Motivation

II. Vision-in-Text Challenge Benchmark 

Existing alignment focuses on the semantics of natural language

Will semantics-only interpretation of corpora during safety alignment lead to 
vulnerabilities of LLM safety that can be exploited by malicious users?
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Evaluate LLM Capabilities of ASCII Art Recognition
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Dataset

• Digits/Letters

• Diverse ASCII Art Font

III. ArtPrompt: Jailbreak Attack via ASCII Art

Attack on HEx-PHI
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Attack on AdvBench
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