Extreme weather
and seismic events
cause large scale
disruptions in
power supply with
significant social
and economic costs.

Widespread
damage in the
distribution
network.

TASK ASSIGNMENT STRATEGY OPTIMIZATION FOR POST-DISASTER SCHEDULING
OF ELECTRICAL DISTRIBUTION NETWORKS

STUDENT: RAN WEI
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Average duration of total annual electric power interruptions, United States (2013-2020)

How do we optimally
schedule multiple
crews to minimize
customer
Inconvenience?

Information about
damaged components

IS a streaming process.

Divide restoration
timeline into

“restoration windows".

Planning horizon
depends on crew
availability, workhour
restrictions, extent of
available damage
information.

Line damage
information map
within one
restoration window
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* |nvestigate alternate solution methods, e.g., facility locations, graph neural networks, and/or reinforcement

learning.
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