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Conclusion

• We present a new learning algorithm that enables a human-machine interaction to converge to the minimum of a 
share cost function.

• The novelty in our algorithm is that the cost function is only known to the human, leaving the machine to iteratively 
update its estimate of the minimum solely by observing the human’s response to its policies.

• In the case where the cost function is quadratic, our algorithm defines an affine discrete-time linear system, facilitating 
analysis of convergence.

• When humans interact with learning-based control systems, a 
common goal is to minimize a cost function known only to the 
human (i.e. exoskeletons and human metabolic cost of 
transport).

• Conventional approaches impose assumptions or solve an 
inverse problem to infer human’s cost.

• Our algorithm achieves the minimum solely through 
observations of the human’s actions over repeated interactions 
without any direct knowledge of the cost function.

Machine’s Learning Algorithm

Discrete-Time Linear System

Visualization of Algorithm

We studied quadratic cost, 𝑐 ℎ,𝑚 = !
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human’s best response takes the form,
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Combining the human’s best response with the formulas from our learning algorithm defines a 
discrete-time linear system,
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where 𝐿 is the linear term in the machine’s affine policy and 𝐿∆ = 𝐿 + ∆ is the perturbed linear term.


