An Algorithm That Attains the Human Optimum in a

Repeated Human-Machine Interaction Game
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When humans interact with learning-based control systems, a
common goal is to minimize a cost function known only to the

transport).

inverse problem to infer human’s cost.
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Algorithm 1 1 x 1 Experiments

Require: Initialize L, A, o, h*[0], *[0]
fork=0,1,..., K —1do

(W, m') « trial (L,’ﬁ* [k],m*[k])
(R, m") < trial (L + A, R[k], W [k])

R*[k + 1] < K

end

Function trial (f,%*,ﬁi*) :
fort=0,1,..., 7 —1do

h|t] < get_manual _input (t)
mlt] « L (h[t] —h) + i
display_cost (c(h[t],m|t]))

end

return mean of last ¢ iterations of A~ and m

m* [k + 1] + m*[k] + o (m" —

M plays a

and
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= p-effect of algorithm

m*[k+ 1] «

human (i.e. exoskeletons and human metabolic cost of
..+ Conventional approaches impose assumptions or solve an

Our algorithm achieves the minimum solely through
observations of the human’s actions over repeated interactions
without any direct knowledge of the cost function.

fine policy,
m' = L (h _ ﬁ*[k]) + TR

observes stationary joint-action (4', m’).

M perturbs policy’s linear term,
m' = L+ A)(h = A*[K]) + F*TK,

observes stationary joint-action (k”, m"”).

M updates estimate of (h*, m*),
Rk + 1] < K’

m*[k] + a(m” — m *[k]).

H’s best-response to M’s affine policy

H’s best-response to M’s perturbed policy
M’s affine policy

M’s perturbed policy

We studied quadratic cost, c(h,m) = %hTh + %me, where (h*,m*) denote the minimum of ¢ and the
human's best response takes the form,

argmin c(h,L(h — ﬁ*) + fﬁ*) = (I +LTL)? (LTL;‘L*T _ LTm*T)
h

Combining the human's best response with the formulas from our learning algorithm defines a
discrete-time linear system,
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where L is the linear term in the machine’s affine policy and Ly, = L + A is the perturbed linear term.
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We present a new learning algorithm that enables a human-machine interaction to converge to the minimum of a

share cost function.

The novelty in our algorithm is that the cost function is only known to the human, leaving the machine to iteratively
ely by observing the human’s response to its policies.
uadratic, our algorithm defines an affine discrete-time linear system, facilitating

update its estimate of the minimum so
IN the case where the cost function is g

analysis of convergence.
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